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Abstract

We used an itemethod directed forgetting paradigm to tedtether instructions to forget or remember one item
affect memory for subsequently studied items. In two experimentsl@8, N=33), recall was higher when a werd

pair was preceded during study by ebtforgotten wordpair. This effect was cumulativeegdormance increased

when more preceding study items wereb&sforgotten. The effect decreased when conditioning memory on
instructions for items appearing further back in the study list. Experiment 2 used-taguglaradigm which
suppressed, during esding, verbal rehearsal or attentional refreshing. Neither task removed the effect, ruling out that
rehearsal or attentional borrowing is responsible for the advantage conferred from prebmfargotten items. We

propose that memory formation depleteimited resource that recovers over time, and théetforgotten items
consume fewer resources, leaving more available for storing subsequent items. A computational model implementing
the theory provided excellent fits to the data.

Keywords directedforgetting; itemmethod; directedorgetting aftereffects;computationamodelng

. Introduction

Associative memory formation is an effortful process that can be disrupted by reduced study time
(Malmberg & Nelson, 2003), divided attention (Craik, GovdyayvehBenjamin, & Anderson, 1996), or
instructions to forget (Bjork, 1972). The probability of forming associative memories decreases with
stimulus difficultyi for example, recall and associative recognition are worse ferdompared to high
frequency wrds (e.g. Criss, Aue, & Smith, 2011; Hulme, Stuart, Brown, & Morin, 2003) and the presence
of low-frequency words on a study list hurts memory for other items from the same list (Diana & Reder,
2006; Watkins, LeCompte & Kim, 1998; Malmberg & Murnane, 200de ability to form longerm
associative memories also depends on workmnegnory (WM) capacity (Marevic, Arnold, & Rummel,
2018; Unsworth & Spillers, 2010). To explain results like these, we have proposed that binding in memory
depletes a limited WM s®urce that recovers over time (Popov & Reder, 2018; Reder, Liu, Keinath, &
Popov, 2016; Reder, Paynter, Diana, Ngiam, & Dickison, 2007; Shen, Popov, Delahay, & Reder, 2018).
According to this model, processing weaker items requires more resources tessimg stronger items.
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Greater demands on limited WM resources means that there are fewer resources available to process
additional items. Since the resources recover over time, weaker items within a list especially hurt memory
for subsequent items frorhe same list.

Here, we test a key prediction of the thebrmemory should be higher for items that are, during study,
preceded by items consuming fewer resources. We used amé#rod directed forgetting (DF) paradigm
in which each study item is dirégtfollowed by either a tde-forgotten (TBF) or a tdberemembered
(TBR) instruction, indicating whether it will be tested later (Bjork, 1972; Golding & MacLeod, 1998).
Previous studies showed worse TBF than TBR recall (i.e., a DF effect), but it isnmbin@ther memory
differs for items that follow a TBR or a TBF item (i.e., a DF a#@iffect). Investigating the aftaffects of
memory instructions can shed new light on the role of WM resources fetdongstorage.

In line with the Resource Depletiorheory (Popov & Reder, 2018), we propose that, before the
remember/forget instructions appear, participants process each item similarly, spending a proportion of their
existing resources. After instruction presentation, participants only continue redeuraading processing
of TBR but not TBF items. As a result, fewer resources remain to process items that follow one or more
TBR items (compared to one or more TBF items; see Figure S3 in the Supplementary Online Materials,
SOM, for an illustration of thiprediction).

Early listmethod DF research instructing participants to forget a study list before studying a second one
supports this idea by showing memory costs for the first but memory benefits for the second list (Bjork,
1970; Epstein, 1972). Lishehod DF accounts differ regarding the assumed causes for DF costs (e.g.,
mental context shifts, Sahakyan & Kelley, 2002; Lehman & Malmberg, 2013, or context inhibition,
Pastétter, Tempel, & Bauml, 2017). Most accounts agree, however, that DF benefits tarpalfticipants
not rehearsing the preceding TBF list while processing the second list. Yet, different mechanisms might
underlie the lisimethod and iteamethod DF (Basden, Basden, & Gargano, 1993; Rummel, Marevic, &
Kuhlmann, 2016) and it is an open gtien whether similar beneficial DF afteffects would occur on an
item-by-item level. Investigating itermethod DF afteeffects allows us to further relate the two paradigms
and also to characterize this phenomenon with greater detail.

The Resource Deglion Theory makes several predictions concerning DFeftects. Consider Figure
1 which depicts a studyem sequencélVe predict thatmemory for item X P(Xx), will depend orthe
memoryinstructionfor the precedindgtems X., wherek denotes the position of the current item and
denotes the lag to the preceding item (e.g. thei%¢m appeared twidemsago). Specifically(1) P(X)
will be higher when X1 is TBFrather tharT BR; (2) these effects should be cumiive themore preceding
items areT BF, the higherP(Xy) will be;(3) theseeffecswill also depend othe lagi between study items
X106 mstructiontypeeffectwill begreaterthan theonefor Xy, etc

We tested these predictions in two experiments. The first involved a rearmdilytarevic et al. (2018);
the second involved new data from a dizesk experiment which was designed to test whether suppressing
rehearsal or dividing attention while concurrently performing the-iteathod DF task would negate DF
aftereffects. To she that the Resource Depletion Theory can capture the precise quantitative pattern, we
also fit a computational implementation of the account to the data.

| X, HmrRH .. H X, H TBFH %, H ™RH % H T™RH .. HH X H TBR

Study position'

Figure 1. Order of items during study



FORGETTING IS A FEATURE, NOT A BUG 3

Il.  Experiment 17 Reanalysisof Marevic, Arnold, & Rummel (2017)
A. Method

These methods were described in Marevic et al. (2018) but are also included here to facilitate comprehension
of the new information reported herein. The data, materials and analysis code for the current analysis are
availabe athttps://github.com/venpopov/directéargettingaftereffects

1. Participants

There were 138 students recruited from Heidelberg University (110 feMajes 21.96, range: 134
years) and they received course credit or monetary compensagonsdll the full da set from Marevic

et al. (2018, for which the samplsize was originally determined so that it would allow for informative
Bayesian decisions reghng the research questions tackled in this article

2. Materials.

A set of 96 nouns of medium frequency was drawn frondtbe database (Heister et al., 2011). Words
were randomly paired and assigned to two sets with 24-paird each. One set was usedminitial
practice phase and the other was used for the experimental phase. To control$peitdin effects, the
assignment of worgair sets to phases was coudtatanced. In each block, half of the word pairs were
followed by TBF and half by TBRnstructions. For simplicity, we refer to items followed by TBR
instructions as TBR items, and items followed by TBF instructions as TBF items.

3. Procedure

Experimental sessions started with a workingmory task (not analyzed here but reported in Marevic e

al, 2018) and a practice phase in which participants studied 24 TBR and TBF word pairs. Participants were
told to only remember the TBR word pairs for a later test and to forget the TBF word pairs. Each word pair
was presented for 7 seconds in the ceoitégne screen, followed by either a TBR or TBF instruction for 2
seconds (i.e. the wom@membeior forgetin German). Trials were separated by a-BEinterstimulus

interval (ISI). After all word pairs had been presented, participants solved matkrpsotlar 30 seconds

before completing a free recall test. The free recall test was followed by a cued recall test-ftrmBR

only. Order of recall cues was randomized for each participant. This practice phase was intended to
familiarize participants wit the paradigm and to increase their belief that the forget instruction was genuine.
However, for the real task phase, the procedure was modified so that participants were, again, presented
with TBF and TBR items but were asked to recall as many ditR BF items as possible in the subsequent

free and cuedecall tests. Finally, participants performed another workimegnory task (not reported), and

then were debriefed and received their compensation for participation.

B. Data Analysis

We employed Bayesian stas t i cs f or the new analyses of Mar evi
approach has several advantages (Wagenmakers, Morey, & Lee, 2016) but most important to us is that
Bayes FactorsBFs) enabled us to quantify the evidence in favor of the nultelsas the alternative
hypotheses. We calculated BFs using Bridge Sampling for comparing models that included the effect of
interest to models that did n@&Fs are reported in the direction of the favored model, sucBatienotes

the evidence in faur of model two compared to model oneBk close to 1 means that both models are

equally likely, whileBF > 3 is conventionally interpreted as moderate evidence &#>a10 as strong
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evidence in favor of the preferred model (Lee & Wagenmakers, 2013apMed multilevel logistic
Bayesian regressions as implemented irbthesR-package (Burkner, 2017), in which we included crossed
random intercepts for subjects and items, as well as random subject slopes for DF effects-effieicister

The populatiorevel regression coefficients had a weakly informative Studeistribution prior that was
zerocentered with 3 degrees of freedom and scale of 2.5 (Gelman et al, 2008). For the free recall analysis,
words were coded as correctly recalled when bothsiteia pair were recalled. All models were run with
10,000 iterations and 5,000 iterations as barnConvergence was assessed using the potential scale
reduction factof}. For all parameter${ < 1.01, indicating good convergence.

For each item, weadled whether a TBR or TBF item preceded it. Given that the first item of a study
sequence had no predecessor, it was not analyzed. In order to measure the cumulative effect of successive
cues, we also coded how many consecutive TBR or TBF items precetdedera. We used a coding
scheme that varied froR3 (3 or more consecutive TBF items preceded the current item) to +3 (3 or more
consecutive TBR items preceded the current item). For example, if the current study item was preceded by
a TBF and a TBR itemin that order, it would have been scored-asbecause there was only one
immediately preceding TBF item. Finally, we also looked at the effect of the instructions at each lag
individually, without considering other potential intervening items. The o@itpa from thebrmsanalyses
are available on OSF https://osf.io/5qd94/fless nder t he f ol der AOSF Storage

C. Results

1. Main effectof precedingtem type

Figures 2aand2dplot the cued and free recall accurasya function of the instructions given for the current
and the preceding item. There was a DF afézct, such that both cued and free recall were higher for
items that were preceded by TBF items than for thaseepled by TBR item8Fcuee 474andBFqee—= 3557

for the cuedand freerecall moded with current and preceding instruction type vs. the null model with only
current type). There wam interaction between instructions for the preceding item and thoiesfourrent
item BFcues 4.43andBFr.e= 17.77for the cuedand freerecall moded with main effects only against the
model with an interaction).

2. Cumulativeeffect of the number of consecutive preceding TBF orifeBis

Figures 2b and 2e show tleeied and free recall accuracy as a function of the number of consecutive
preceding TBF or TBR items. Both cued and {freeall performance for the current item were higher when

it was preceded by a greater number of consecutive TBF items, and lowert waspieceded by a greater

number of consecutive TBR itemEh e mo d e | including the current ite
consecutive TBF or TBR preceding items fit the data better than the null model that included only the current

i t e mb sions asa predictoBF = 685 for cued recall anBF= 977 for free recall). There was strong

evidence that the DF effect and the DF aéifect did not interactBFcie 111 andBFqee= 100 in favor of

the cued and free recall models with main effecty watsus the model with an interaction term).

3. Interactionbetween precedingem typeand study position

Finally, Figures 2c and 2f plot the cued and free recall accuracy, respectively, as a function of the preceding
item type and the lag between tipagceding item and the current item on the study list (i.e., ignoring the
type for the intervening items). The plots clearly show that the DFeffest interacted with the lag
between the current item and the preceding iténe immediately precedinteim had a stronger effect than

the one two trials before, which in turn had a stronger effect than the one three trials before. We compared
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the full model, which included the instructions for items at lags 1, 2, 3 and 4, to identical models without
the fador of interest. The posterior parameter estimates from the final model and the corresp&dding

are reported in Table 1 for cued recall and Table 2 for free recall. The Diefédietrfrom lag 1 was greater

than the DF afteeffect from lag 2 for botleued and free recall, and the afidfect from lag 3 was greater

than the one from lag 4 for cued recall (see Table 1 and Tabpa&meter comparisons).
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Figure 2. Results of Marevic et a{2018) reanalysis and fit of the SAC modetued recall 4,b,c) and free recall

(d,e,f) for thecurrentitem, depending on:)ad) whether it waa to-beremembered (TBR) or 4oe-forgotten (TBF)

item and whether it wgsreceded during study by a TBR or a TBF itejngh how many of the immediately preceding
items during study were TBR or TBH; § what was the study position lag between the current and the prior item
(e.g., how many trials ago did the previous item occur). Error bars represent 1 SE. Solid points and lines represent
the data, the empty poiresid dashed lines represent the predictions of the SAC model.

Table 1 Parameter estimates for the Bayesian mikelcts logistic regression otied recall

Odds ratio

Fixed-effects b Odds Ratio 95% BCI BF
Intercept(TBF instructions) -0.88 0.41 0.3071 0.58

TBR instructions for the current ittm  1.17 3.21 2.617 3.93 4.41 x 16
TBR instructiondor the itemat lagl -0.41 0.66 0.5%57 0.81 277
TBR instructiondor the itemat lag® -0.26 0.77 0.647 0.93 3.84
TBR instructiondor the itematlag3 -0.23 0.80 0.6671 0.9% 2.61
TBR instructiondor the itemat lagt -0.13 0.88 0.731 1.05 0.16
Subject random-effects V! 95% BClI

Intercept 0.79 0.631 0.97

TBR instructions for the current itém 0.20 0.127 0.78

TBR instructiondor the itemat ladl 0.33 0.0271 0.68

Item random-effect V! 95% BCI

Intercept 0.47 0.320.68

Parameter comparisons BF*

Lagl < Lag2 7.10

Lag2 < Lag3 1.41

Lag3 < Lag4 3.63

Note: Instructions = whether the current item or the items ai kgl to be remembered (TBR) or forgotten (TBI
The parameter estimates reflect the means of the posterior distribution. BCI = Bayesian Credible’Interval.
indicates models for whiclnhé reference category was TBi5truction so the parameter estimatedted memory
instructioneffects reflect the odds for correct recall with TBRtructions Bayes FactorBF) for the model that
includes the parameter versus a model that does tizt.Bayes FactoBf) evidence for the difference between
thedirectedforgetting aftereffect at different lags
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Table 2 Parameter estimates for the Bayesian migkelcts logistic regression &ee recall

- . Odds ratio A
Fixed-effects b Odds Ratio 95% BC] BF
Intercept (TBF instructions) -1.95 0.14 0.1071 0.20
TBR instructions for the current item  1.58 4.88 6.821 6.26 3.52 x 162
TBR instructions for the item atlagl  -0.49 0.61 0.4871 0.77 397
TBR instructions for the item at lag2 -0.19 0.83 0.671 1.02 0.63
TBR instructions for the item atlag3  -0.22 0.80 0.657 0.99 0.78
TBR instructions for the item at lag4  -0.19 0.83 0.671 1.02 0.20
Subject random-effects V! 95% BClI
Intercept 0.30 0.0371 0.56
TBR instructions for the current itém 0.46 0.107 0.73
TBR instructions for the item at lagl 0.46 0.0671 0.82
Item random-effect V! 95% BClI
Intercept 0.34 0.1971 0.53
Parameter comparisons BF*

Lagl < Lag2 40.32
Lag2 < Lag3 0.69
Lag3 < Lag4 1.45

Note: Instructions = whether the current item or the items ai kgl to be remembered (TBR) or forgotten (TBI
The parameter estimates reflect the means of the posterior distribution. BCI = Bayesian Credible’Interval.
indicates models for which the reference category was TBF instruction, so the parameter estilmatesmwibry
instruction effects reflect the odds for correct recall with TBR instructions; * Bayes FHBE}dpf the model that
includes the parameter versus a model that does tiat.Bayes FactoBf) evidence for the difference between

the directedorgetting aftereffect at different lags.
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4. SACcomputationamodelof results

Figure 2 also shows the fit of the SAC Resource Depletion Model. A full description of the model is
available in the SOM and in Popov & Red2018); we will describe it only briefly and note which of the
model assumptions were specifically adapted for this study.

Our model posits that semantic, episodic and contextual information are represented as a network of
interconnected nodes that vanystrength. Each node has a current activation value that increases when a
node is perceived or when it receives activation from other nodes. This activation decays with time
according to an exponential law to a béseel strength of the node. The bdegel strength also increases
with experience and decreases with time according to a power law. When new information is studied, two
processes occur. First, the current and the base level activation values of the preexisting concept nodes are
increased. Semnd, if this is the first occurrence of the study event, a new event node is created, and it gets
associated with the corresponding concept and context nodes. If, however, the study event has occurred
previously, the existing event node and its links assed with the concept and context nodes are
strengthened instead.

During cuedrecall, the activation of the list context node and the cue word concept node are raised,
which then spread activation to all nodes to which they are connected. The amocthtatiba that is
spread from a node to any given association is multiplied by the strength of its association and divided by
the sum total strength of all associated links that emanate from that node. If the current activation of an
event node that is caected to the cue concept node surpasses a retrieval threshold, then the correct target
word is recalled. The model was not designed to model free recall; however, we simulate free recall by
providing only the context node as a cue and evaluating tha@ativevel of all items simultaneously. We
also assume that there is output interference during free recall, which we simulate by exponentiating the
activation value$ this results in squashing the activation of weak items compared to stronger items.

The model also includes a resource pool that is used every time a node is retrieved, created or
strengthened. The resource cost of strengthening a node is equal to the degree to which a node is
strengthened. Similarly, the resource cost of retrieving a soetpuial to the amount of activation necessary
to reach the retrieval threshold. During study, if the currently available resource pool is sufficient for storing
an item, the memory trace is built or strengthened by the default learning rate. Howeerr afétrcurrently
fewer resources available than required, the memory trace is strengthened proportionally to the remaining
resources. The resource pool recovers at a linear rate until it reaches the maximum WM resource capacity.

For the current experimenie assumed that when an item appears, an episode node is created with a
default basdevel strength, regardless of the instruction type. Then, when the instruction appears, the
episode node for TBR items is strengthened again, whereas the node foemBIsinot. We fit the model
by simulating data for each subject, given their specific trial sequence. Six parameters were optimized by
minimizing the root mean squared error of the cued recall and free recall data averaged over all subjects,
the currentrstruction type and the number of consecutive preceding TBR or TBF items (24 data points;
Figure 2b/e). In our initial modeling, we estimated separate learning rates for the strengthening during item
and instruction presentation. These two estimates veaighly equal and the model did not fit the data
significantly better than the simpler model with a single learning rate for the strengthening during both item
and instruction presentation. The final gomerse | par
how much the baslevel strength of nodes is increased with each exposure, the resource recowery rate
0.526 the retrieval thresholds for cuede ¢ ach=10.21® and for free e ¢ ad=10.16d as well as the
standard deviation of the acv a t i 0 Qea=r0831as re de.&0.431. All remaining parameters had the
default values we have used in prior models. The model provided very good fits to the cueBRkSEIl (
= 0.026,R? = 0.963) and free recall datRNMISE= 0.034,R? = 0.944). ltis noteworthy that the model also
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captured the interaction between instruction type and lag (Figure 2c/f), although the parameters were not
optimized to fit those data points.

lll. Experiment 2

Despite good model fit, there remain alternative explanationEforp er i me n't 16s result
rehearse or reactivate the memory traces of preceding wéiifes processing the current ite(@amos,

Lagner, & Barrouillet, 2009; McFarlane & Humphreys, 2012). Such rehearsal or attentional borrowing is
more likely whenthe preceding item was TBR rather than TBF (Bjork, 1970) resulting in diminished
processing for the current item. Similarly, the REM model (Gillund & Shiffrin, 1984; Lehmann &
Malmberg, 2013) postulates that there is a limited rehearsal buffer and thatynteane strength depends

on how much of the buffer is currently available. REM would attribute the DFedfst to the fact that

TBF items are not rehearsed, which frees buffer space for the rehearsal of the current item.

In Experiment 2, we tested wther suppressing rehearsal during study would eliminate the DF after
effect to rule out that it is due to greater rehearsal of preceding TBR items (for a similar argument concerning
the effect of articulatory suppression on rehedrssked explanations rfahe regular DF effect, see
Hourihan, Ozubko & Macleod, 2009). We further tested whether the DFedfitet would be attenuated
under dived attention to rule out that it is due to allocating attention to previous pairs instead of the current
pair (see Kjures S4 and S5 of the SOM for illustrations). A stable DF-affect under suppressed rehearsal
or divided attention would support the resource depletion explanation.

A. Method

The rationale, method and parts of the analyses for this experiment weegigtered at the Open Science
Framework (available dtttps://osf.io/b45tn). The analysis has changed from theqggistration from a
Bayesian ANOVA to a Bayesian logistic regression, because ANOVAs are not agfdprianalyzing
proportion data. The parametric predictions were not included in theegistration report. This makes
them exploratory for Experiment 1, but confirmatory for Experiment 2. The data, materials and analysis
code are available attps:/fithub.com/venpopov/directddrgettingaftereffects

1. Participants

Course credit or monetary compensation were given to 33 students from Heidelberg University (22 female,
Mage= 22.36, range: 181 years) who participated in individual sessions. We preregistered this experiment
with samplesize requirements of at least 16 participants basedmior considerations of statistical

power In order to have enough observations fmmputational modeling approaches we
nevertheless decided to collect more data before we ever looked at the data. As our initial power
considerations were based on the assumption that we would conduct a 2 x 4 ANOVA they are also
not compatible with the 8yesian logistic regression we used for the final analysis. However, all
Bayes factors we calculated provided clear evidence in favor of either the alternative or the null
hypothesis, implying that the present sample size was large enough to allow fonghgan
conclusions from the present data.

2. Materials

Words of medium frequency were selected fromdiex database (Heister et al., 2011), 448 in all, so that
they could be randomly paired to form 224 word pairs. The task was divided into eight task Blmak
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block consisted of 12 TBF and 12 TBR word pairs. The memory instructions for individual item pairs were
randomized for each participant. The first four items (two TBF, two TBR) of each block served as primacy
buffers and were not included in theafyses.

3. Procedure

Participants first received general instructions for the DF task asking them to only remember items that were
followed by TBR instructions, but to forget those followed by TBF instructions. Participants were informed
that they were abotid complete eight studtgst blocks of this task while performing a different secondary

task in each block. At the beginning of each block, the respective secondary task was explained (see below).
Then, each block featured a study phase, in which 12 TBR2MTBR items were presented sequentially

with a random permutation of the item type order. All other aspects ohdie study proceduravere

identical to Experiment 1. During study, participants performed different secondary tasks, which changed
every o blocks. The order of secondary tasks was systematically varied across participgraslagin

Square (see Table 3).

Table 3 Counterbalancing orders for the four experimental conditions according to a bélaticestjuareDesign

Block 1& 2 Block 3& 4 Block 5& 6 Block 7& 8
Order 1 Reh Att Reh + Att Control
Order 2 Att Control Reh Reh + Att
Order 3 Control Reh + Att Att Reh
Order 4 Reh + Att Reh Control Att

Note Each row represents a unique order, ensuring that each secondary task was followed and preceded by
condition at least once. Secondary tasks of the same type were always grouped in two consecutive bloc
rehearsal suppression task, Atdivided attentiontask, Reh + Att =tombinedrehearsal suppression adivided
attentiontask, Control = control condition with no secondary task.

In the control blocks, no secondary task was added to the study phase. For the rehearsal suppression
blocks, participants were continuously presented via headphones withagperminute metronome
sounds and were asked t ceqsuay atl heentGenwomadn two riid hfiedde ri
time they heard the metronome. Additionally, they had to presskihe(f-key) or tkey (j-key) whenever
saying Afider , o t o keep t he mot or component equal
counterbadnced across participants. For the divided attention blocks, participants were continuously
presented via headphones with even and odetdigib numbers. They had to press tHey for even and
the fkey for odd numbers (key assignment counterbalanced@wAnumber was presented every 2000 ms
on average but intestimulusintervals varied between 1250 and 2750 ms to avoid habituation. For the
combined rehearsal suppression and divided attention task, participants were also presented with even and
odd twadigit numbers but made verbal odd/even judgements. Additionally, they had to press theyj or f
(counterbalanced) with each judgment to align motor demands to the other secondary tasks. The
experimenter was present during the entire session, and mdrtitereompliance with the secondary task
T if participants stopped performing the secondary task, the experimenter reminded them to continue
engaging with it.

This divided attention task was designed to reduce the attention paid to the main task, luit witho
requiring participants to remember the numbers. In contrast to the resource depletion explanation, which
proposes that different amount of resources are depetihet-1, the attention borrowing explanation
implies that the effect isetroactivei that is, during the current trial at timearticipants redirect attention
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back to the item presented at titag. The divided attention task would remove the DF after effect in the
latter, but not in the former case (see the SOM for more information).

Fol owi ng each bl ockbdés study phase, participants
they performed a free recall test. For these tests, they were always asked to recall as many TBR items as
possible in two minutes. We did not ask participamt®tall TBF items because there were multiple study
test blocks and thus a TBF recall instruction would not have come as a surprise after the first block.
Participants were specifically encouraged to recall both words of the pairs if possible, butdiiceycall
only one word of the pair, they should report it as well. Then, participants performed-ieecaktest for
which they were presented with the first words of all TBR item pairs they had studied (in random order)
and were asked to recall teecond word. After four blocks, participants were given a thmieeite break
in which they received water but had to stay in the laboratory. After completing all eight blocks, participants
were asked whether they used a certain forgetting strategy aeddeonographic questions.

B. Results

1. Main effectof precedingtem typeand dual task conditian

Figures 3a and 3d plot the cued and free recall accuracy as a function of the memory instructions for the
preceding item and the du@sk condition. Both cued drfree recall were higher for items that were
preceded by TBF items rather than TBR itefB¢(es= 13 andBFi.. = 134 for the cued and free recall
models with duatask condition and preceding instruction type vs. the null model with onlytasial
condtion as a factor). Overall, memory performance was lower in alttdis&l conditions compared to the
control condition BFcueqa = 411 andBFwee = 500 for the model with dughsk condition as main factor,
against the null model). This overall memory decline indicates that the dual task conditions was effective in
preventing participants from engaging in rehearsal and/or refreshing during staythéless, the DF
aftere f f ect was present in all conditions, since the
task condition BFcueqa= 395 andBFree= 1515 for the models with main effects only against the models with

an interaction)Because the main effect of preceding instruction type did not differ between conditions, we
report all remaining analyses collapsed over conditions.

2. Cumulative effect of the number of consecutive preceding TBF oitdBB&

Figures 3b and 3e show the duand free recall accuracies as a function of the number of consecutive
preceding TBF or TBR items. Both cued and free recall performances for the current item were higher when
it was preceded by a greater number of consecutive TBF items and lower whsmpieceded by a greater
number of consecutive TBR itemBhe model including the number of consecutive TBF or TBR items fit

the data better than the null modBF{.ca= 1402 andBFe. = 99).

3. Interaction between preceding cue and study position lag.

Finally, the DF afteeffect interacted with the study lag between the current item and the precediiig item

the immediately preceding item had a stronger effect than the one two trials before, which in turn had a
stronger effect than the one that occurtieete trials beforeRigure 3c/j. We compared the full model,

which included the instructions for items at lags 1, 2, 3 and 4, to identical models without the factor of
interest. The posterior parameter estimates from the final model and the corregpéiddsn ar e r epor t «
Table 4 for cued recall and Table 5 for free recall.
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Figure 3 Results of Experiment 2 and SAC modelifitazied recall (a,b,c) and free recall (d)efér the

current item depending on (a, d) whether it was preceded during study by a TBR or a TBF item and the dual
task condition (Control = No dual task, Att = Divided attention, Reh = suppressed rehearsal, Reh+Att =
simultaneous divided attention andppuessed rehearsal; (b, €) how many of the immediately preceding
items during study were TBR or TBF; (c, f) what was the study position lag between the current and the
prior item (e.g., how many trials ago did the previous item occur). Error bars represSi.
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Table 4 Parameter estimates for the Bayesian migfects logistic regression ofied recall

Odds ratio

Fixed-effects b Odds Ratio 95% BCI BF

Intercept(TBF instructions; Control) 0.44 1.56 0.921 2.67

Effects of duatask condition
Divided attention (DA) condition -0.66 0.52 0.3171 0.87 177.57
Suppressed rehearsal (SR) conditic -0.54 0.43 0.2671 0.71 1874
DA + SR condition -1.13 0.32 0.191 0.54 >15x 106

Effects of instructions
TBR instructiondor the itemat lagl.  -0.39 0.68 0.547 0.85 17.94
TBR instructiondor the itemat la2  -0.28 0.76 0.6271 0.92 2.93
TBR instructiondor the itemat lag8  -0.15 0.86 0.717 1.05 0.18
TBR instructiondor the itemat lagt  -0.01 0.99 0.811 1.20 0.05

Subject random-effects V! 95% BClI

Intercept (control) 1.14  0.85i 1.52

Divided attention 0.65 0.1971 1.12

Rehearsal suppression 0.56  0.117 1.00

DA + RS 0.69 0.28i1 1.13

TBR instructiondor the itemat ladl 0.28 0.0271 0.69

Item random-effect V! 95% BCI

Intercept 0.91 0.7671 1.08

Parameter comparisons BF*

Lagl < Lag2? 3.37

Lag2 < Lag3 4.65

Lag3 < Lag4 5.57

Note: Instructions = whether the items at iagad to be remembered (TBR) or forgotten (TBRhe reference
category was when the preceding item had forget instructions, so the parameter estimates of the instructiol
reflect the odds for correct recall with remember instructions for preceding items; * Bayes B&gfor the
model thatincludes the parameter vs a model that does rntbhe Bayes FactoBf) evidence for the difference
between the cue effect at different laB€1 = Bayesian Credible Interval. The parameter estimates reflect the
means of the posterior distribution.
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Table 5Parameter estimates for the Bayesian migfects logistic regression &ke recall

: . Odds ratio A
Fixed-effects b Odds Ratio 95% BCl BF
Intercept(TBF instructions; Control) -0.65 0.52 0.341 0.78
Effects of dual task condition
Divided attention (DA) condition -0.77 0.46 0.317 0.69 >15x 16
Suppressed rehearsal (SR) conditic -0.65 0.52 0.3471 0.79 651.17
DA + SR condition -1.15 0.32 0.19i 0.51 >15x 16

Effects of instructions
TBR instructiondor the itemat lagl.  -0.48 0.62 0.477 0.81 30.53
TBR instructiondor the itemat la2  -0.12 0.89 0.7271 1.10 0.15
TBR instructiondor the itemat lag8  -0.09 0.92 0.757 1.13 0.05
TBR instructiondor the itemat lagt  -0.08 0.92 0.741 1.14 0.06

Subject random-effects G 95% BCI

Intercept (control) 0.63  0.42i 0.90

Divided attention 0.21 0.017 0.58

Rehearsal suppression 0.44 0.0471 0.86

DA + RS 0.67  0.197 1.18

TBR instructiondor the itemat ladl 0.38 0.0371 0.77

Item random-effect G 95% BCI

Intercept 0.70 0.5471 0.87

Parameter comparisons BF*

Lagl < Lag2 69.42

Lag2 < Lag3 1.37

Lag3 < Lag4 1.04

Note: Instructions = whether the items at idgad to be remembered (TBR) or forgotten (TBRhe reference
category was when the preceding item had TBF instructions, so the parameter estimates of the instruction
reflect the odds for correct recall with TBR instructions for preceding items; ~ Bayes Factor (BF) for the mot
includes the parameter vs a model that does ntite-Bayes Factor (BF) evidence for the difference between tt
cue effect at different lags. BCI = Bayesian Credible Interval. The parameter estimates reflect the means of
posterior distribution.
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4. SAC computational modeling.

Similar to Experiment 1, we fit the SAC model by simulating data for each subject, given their specific trial
sequence. There is no rehearsal mechanism in the model and, for that reason, we ignoredatsie dual
conditions andonly modeled the effect of the prior cue. The same six parameters were optimized by
minimizing the root mean squared error of the cued recall and free recall data averaged over the number of
consecutive preceding TBR or TBF items (12 data points; Figyeg.3n addition, we had to increase the

free recall output interference exponent parameter, to account for the different performance in free and cued
recall. The estimated parameters were very similar to those of Experinientelar ni ng r at e U
resource recovery ratg = 0.551, the retrieval thresholds for cured ¢ ach=10.279 and for freeecall
Gree=0.457and t he standard devViwwut0.4618 n def=0.868.6All rancainingy at i on
parameters had the default valwes used in prior models. The model provided excellent fits to the cued
recall RMSE= 0.008,R?= 0.991) and free recall dat@NISE= 0.005,R? = 0.984). It is noteworthy that the

model also captured the fact that the DF adféect decreases with lag (fire 3c/f), even though the
parameters were not optimized to fit those data points.

IV. General Discussion

We demonstrated a novel DF afaffecti when an item is tde-forgotten rather than tberemembered

memory for the subsequent item benefits. Thiscefbecurs in both cued and free recall; it is cumulative,

such that the more preceding items are TBF the higher the memory benefits; the effect decreases when
conditioning memory on instructions for items appearing further back in the study list. TheeBéffatt

was replicable and remarkably consistent across the two experintatsueerecall odds ratios associated

with items preceded by TBR items relative to TBF items were 0.66 and 0.67, respectively.

Previous research has also shown improved meiiao whole lists when a preceding list was TBF
rather than TBR (Bjork, 1970; Epstein, 1972). This is, however, the first study to demonstrate DF after
effects on an item level and to characterize in detail how the precise order of TBR and TBF itetsis affec
memory for subsequent items. The present findings indicate similarities between the two DF methods but
also provide new theoretical insight, because the-itesthod allows for a more firgrained investigation
of the DF aftereffects. For example, resehers have argued that the-sethod DF afteeffect is due to
less rehearsal borrowing (Bjork, 1970; Sahakyan & Kelly, 2002). This explanation is unlikely to hold for
the itemmethod, because the DF aftdfects in our experiments were not attenuatbdn rehearsal was
prevented.

What causes the itemethod DF afteeffects? We propose that memory formation and storage deplete
a limited resource that recovers over time (Reder et al, 2007; Popov & Reder, 2018). Within this framework,
TBR items deplete ore resources, and they leave fewer resources for processing subsequent items. A
computational model implementing the theory provided excellent fits to the cued and free recall data.
Although we do not know whether DF afiefifects would appear in otherstes (e.g., recognition) or with
other materials (e.g., single words), DF is not the only manipulation that leads teffgftési similar
patterns occur when the preceding items are of hédher than lowfrequency, or have been repeated more
often inthe experiment (Popov & Reder, 2018). These other-aftects occur under a variety of encoding
and retrieval conditions, and the general pattern is remarkably similar to the one found for DF here. Item
specific aftereffects seem to be a general phenoomethat can be tied together with the current model.

The idea that TBR and TBF items differ in the required processing resources is not new. Fawcett &
Taylor (2008; 2012) argued that participants actively withdraw attentional resources from TBF items when
being presented with a forget instruction, freeing resources to process prior TBR items. The key difference
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between this research and ours is that, whereas Fawcett & Taylor measured incidental memory for secondary
probes presented shortly after the forgpstructions and not relevant to the primary memory task, we
measured intentional memory for subsequent study items. Fawcett & Taylor found RTsTBpasbbes

to be slower than to pe3BR probes and recognition memory for pd&F probes to be wordhan for

postTBR probes. Fawcett & Taylor (2012) suggest that these effects are indicators of greater processing in
the immediate aftermath of TBF compared to TBR instructions. Our experiments were not designed to
measure forgeinstructioninduced attemvn withdrawal and thus our findings do not speak for or against

the existence of such a process. However, if such an attention withdrawal process existed it would need to
be shoriasting and not overly resource taxing. Otherwise, we would not have eddlseemory benefits

from preceding TBF item but rather the opposite.

Are there alternative explanations for the DF adtiéect phenomenon? We discount three possibilities.
First, the DF afteeffect cannot be due to continued rehearsal of preceding TB# itearticulatory
suppression makes verbal rehearsal nearly impossible, and it would have eliminated the effect were it due
to rehearsal borrowing. Second, if memory for the current item was worse because participants were
directing their attention to thereceding TBR items, then dividing attention should have reduced the DF
aftereffect proportionally to the overall reduction in memory. This prediction follows if we assume that
dividing attention makes it less likely that participants use their remaattiegtional resources to process
preceding items, but that they would rather focus them mostly on the current item (See Figure S5 in the
Supplementary Online Materials). Whereas dividing attention reduced recall, the Déffaftemas not
attenuated. lis nevertheless possible to imagine alternative formulations of attentional refreshing that might
be consistent with this data. A final alternative is that when an item is forgotten, the surrounding items
become more distinct and easier to retrieve (Bigawn, Neath, & Chater, 2007; Sederberg, Howard, &
Kahana, 2008). This explanation would predict that TBR items should impair memory for both preceding
and following study items. We did not find support for this predicti@tcuracy for the current itemdd
not differ depending on whether it was followed by TBF or TBR items during study (see SOM for details).

The disparity between effects of preceding and subsequent item types distinguishesgfiee éifect
from general distinctiveness effects, in whidistinct items impair memory faall surrounding items
(Detterman, 1975). The fact that memory for the current item was not affected by whether the subsequent
item was TBR or TBF also renders a compartmentalization explanation, as suggested by thef®&EM bu
model of Lehmann & Malmberg (2013) for example, less likely. Their model proposes that the presentation
of distinct items cause previously studied items to be dropped from rehearsal and that distinct items are
more persistent (Kamp, Lehman, Malmbe&g)onchin, 2016). A direct computational comparison of the
REM and SAC model predictions would be necessary to adjudicate between the alternative interpretations
and presents a venue for future research.
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VII. Appendix i Online Supplementary Materials

A. Discounting a distinctiveness explanatidnthe effect of subsequent item type

Is it possiblethat DF aftefeffects can be explained by assuming that an item surrounded by TBF items
becomes moreistinct and suffers less interference from those surrounding items? Postulating temporal
distinctiveness plays an important role in numerous models of episodic mémryBrown, Neath, &
Chater, 2007; Sederberg, Howard, & Kahana, 200Bgse theoriesredict not only that memory for the
current item should be better when preceded by a TBF item (i.e. the Diefédad), but also when the
subsequeritem(s) are also TBF.

To test the adequacy of distinctiveness explanations for our data;rese &l analyses conditioning
memory for the current item on whether participants had to remember or forget the item(s) that followed it.
In Experiment 1, memory for the current item did not differ as a function of whether the subsequent item
was TBF Mcued= 0.38,SDtued= 0.20,Mfee= 0.27,SDree= 0.14) or TBR cuea= 0.35,SDrued= 0.19,Miree=
0.25,SDree= 0.13;BFcweda= 28, BFiee = 25 in favor of the model without the subsequent item type as a
factor). The full data pattern related to the subsedqtemttype is shown in Figure S1.

In Experiment 2there was no clear evidence for the presence or the absence of an effect of the
subsequent item typEn cued recall accura¢iirsr = 0.37,SDrgr = 0.20,M+er = 0.40,SDrgr= 0.19;BF =
2.17 in favor of theaull model without subsequent item type), and any potential effect was not modulated
by the divided attention manipulatioBK= 610 in favor of the model without an interaction). Free recall
in Experiment 2vas numerically slightly better when the subssg item was TBA = 0.25 SD= 0.1])
rather than TBRNI = 0.22 SD= 0.10, but there was no clear evidence in favor of this eflREt£ 2.64).
Furthermore, in free recall, the effect of the subsequent item type was less than half the size of the effec
the preceding item type (3% vs 7% respectively when followed/preceded by one TBR or TBF item; 3% vs
10% when followed/preceded by 3 TBR or TBF iteBBjreceding>subsequert 11.3). Figure S2 shows the full
data pattern foeffects ofthe subsequeritiem typesn Experiment 2

In summary, Experiment grovided strong evidence that subsequent item types do not affect memory
for the current itemwhereas inExperiment 2 there was no cleaut evidence against the alternative
explanation that items saunded by TBF items become more distifitte potential distinctiveness effect
on free recalin Experiment 2vas numerically smaller than the DF afedfectand, unlike the DF after
effect, it wasnot statistically reliableFurthermoreyirtually no distinctiveness effect was present in the
cuedrecall dataOne could ask whether distinctiveness models that compress time (e.g. SIBtBlE;

Neath, & Chater, 20Q7vould predict this asymmetry in the effect of preceding and subsequeritehi-

SIMPLE suggests that the mental representation of time is logarithmically compressed, such that items
further back in a study sequence are closer to each other in mental time (see Figure S3). This assumption
might indeed lead to asymmetric effectpreceding and subsequent TBF items, but this asymmetry would

be opposite to the one we found in the current study. A preceding item that is not stored will, due to the
logarithmic compression of time, create a smaller temporal gap next to the iteeredtitihan a subsequent

item that is not stored (see Figure S3, bottom). Even though in real time the duration of the gap would be
the same, in compressed time, the preceding gap would be compressed more, since it is further back from
the current moment. Aa result, distinctiveness models like SIMPLE that compress time representations
logarithmically would predict that subsequent TBF items should have a bigger effect on memory for the
current item than preceding TBF items. We found exactly the opposiik. €embined, these results
suggest that if distinctiveness plays a role it is a minor one at best, and cannot account for the ful DF after
effects.
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Figure S1. Cued recall (a,b,c) and free recall (d,e,f) for the current item in Exp. 1, dependinglpn: a,
whether it was a tbheremembered (TBR) orme-forgotten (TBF) item and whether it wiadlowedduring
study by a TBR or a TBF item; b, €) how many of the immedfatilwing items during study were TBR
or TBF; c, f) what was the study position lagtween the current and tlsetbsequenitem. Error bars
represent +1 SE. Solid points and lines represent the data, the empty points and dashed lines represent the
predictions of the SAC model.
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Figure S2. Results of Experiment Zued recall (a,b,c) ah free recall (d,e,f) for the current item
depending on a, d) whether it wialowedduring study by a TBR or a TBF item and the dual task condition
(Control = No dual task, Att = Divided attention, Reh = suppressed rehearsal, Reh+Att = simultaneous
divided attention and suppressed rehearsal; b, ) how many of the immefdidweling items during study
were TBR or TBF; c, f) what was the study position lag between the current audbseguenitem. Error
bars represent +1 SE.



